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ABSTRACT
The high-dimensional and co-evolved data streams sensed
by mobile devices typically exists time delays that form the
"causal-and-effect" patterns. Understanding the informative
causal patterns from the multivariate time series is critical
but challenging for the inference tasks with the sensing data.
While a large scope of statistical learning methods has un-
dergone great advances in the causal pattern recognition
problem, most of them are still limited in the unreliable
causal analysis, high computational complexity and the en-
vironmental noise interruption. To this end, we propose a
novel directed information (DI)-aided approach to efficiently
select the casual patterns from a set of feature streams col-
lected from mobile devices. The proposed approach has been
evaluated on a real blood glucose sensing dataset. The re-
sults demonstrate our proposed approach outperforms the
traditional methods in cost efficiency and inference accuracy.

CCS CONCEPTS
• Applied computing → Health care information sys-
tems; • Information systems → Information systems ap-
plications.
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1 INTRODUCTION
With the recent advancements in instrumentation and mea-
surement technologies, researchers in various disciplines
now have access to rich, real-time sensing data [1, 4, 5].
Among the vast quantity of information generated by such
processes, some features are highly correlated with the tar-
get application, while others may be less relevant or even
redundant. For many data mining tasks, using input that
contains irrelevant or redundant patterns will not help but
rather hurt their performance. This further lead to a problem
of subset selection for pattern recognition. Consequently,
the goal of pattern mining can be summarized as identifying
the most informative causal patterns from the observed data,
with a given target.

The causal patterns typically occur in time series [2, 3].
Figure 1 illustrates four typical patterns which we meet in
processing the sensing data. The orange shadow area denotes
the occurrence of target event. As shown, pattern 1 and
pattern 2 are irrelevant patterns, as they do not provide any
useful information about the interested target. Pattern 3 is a
causal pattern, while pattern 4 is a relevant but unpredictable
pattern, as it only begun to change after the target event
already happened.
Since we want to implement our recognized patterns in

inference tasks, causal pattern discovery becomes necessary
because it can identify the precedents of target while normal
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Figure 1: Illustration of four typical patterns in sensing data.

pattern mining cannot. There are two kinds of causality defi-
nitions in literature. One regards to time series prediction(eg.
Granger Causality) while the other one is about counter-
factuals [9]. In this paper,we focus on the first definition,
which works in statistical meaning with the involvement of
temporality. It is suitable when applying to sensing data, con-
sidering the sensing streams are mostly multi-dimensional
series evolving over time, the rich temporal information em-
bodied in the sensing data can be exploited in causal analysis.
In this work, we describe the characteristics of sensing

data from two aspects: multi-dimensionality and temporality.
Multi-dimensionality incurs a problem of selection, as not all
the series are useful in predicting/reporting our interested
targets or events. While temporality plays a critical role in
causal relationship discovery, and further facilitate the later
inference task.

Targeted on these characteristics, we put forward an inno-
vative causal pattern mining framework for inference tasks.
With the proposed method, the following aspects would ben-
efit:
(1) The computation cost of an inference task can increase

dramatically with the growing of potentially related
features. With the picked out comparatively rather
small causal feature set, the computation cost can be
decreased greatly.
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Figure 2: The framework of our proposed method.

(2) With leveraging causal pattern mining, large amounts
of noisy information can be filtered out, so as to en-
hance the accuracy of the inference task in a later
stage.

(3) In this work, we solve the cardinality-constraint NP-
hard selection problem in two phases. The adoption of
feature orthogonalization helps suppress the correla-
tion among feature streams, then the DI-aided pattern
mining method selects causal patterns with linear com-
plexity.

(4) Prior studies [7, 10] in blood glucose inference usually
ignored the causal analysis. Our work filled in this gap
and is a useful supplement.

2 FRAMEWORK FOR CAUSAL PATTERN MINING
There are two modules in the proposed framework: feature
orthogonalization and causal pattern selection. As shown in
Figure 2.

Feature Orthogonalization
Usually, the collected sensing data are correlated and in or-
der to get an efficient solution with a cardinality constraint,
we should prevent the inclusion of duplicated information.
This is the motivation for this module. Moreover, as we want
to provide better interpretability, we choose symmetric or-
thogonalization, which offers the highest similarity between
the transformed vectors and their corresponding original
vectors among existing orthogonalization methods. Through
a series of transformations, a set of orthogonalized features
are obtained with removed correlation. Thus, we can select
the feature series one by one, without worrying about the
duplicated information. Furthermore, as symmetric orthogo-
nalization disturbs the original features the least compared
with other methods, the transformed features corresponds
very well with the original ones.
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Table 1: Blood Glucose Inference Accuracy using HMM and
CRF.

K=5 K=10 K=54(all patterns)
HMM 64.1% 64.2% 58.4%
CRF 69.1% 69.4% 68.0%

Causal Pattern Selection
In this module, we adopt a causal metric, DI, to measure the
causal information from feature series to the target series. As
a tool for causal analysis, DI is not only a qualitative metric,
but also a quantitative metric. As it can provide a numeric
result for causal strength comparison besides identifying the
existence of causality. In this module, with the orthogonal-
ized feature streams, we can calculate the directed informa-
tion between feature and target stream one by one, so as to
subtly avoid the difficulty of estimating high-dimensional
directed information. The causal pattern mining problem
is transformed into a directed information maximization
problem. Such design reduces the computation complexity
greatly.
The combination of the two modules helps identify the

informative causal patterns effectively. First, through orthg-
onalizing the feature vectors by symmetric method, the cor-
relation within the features are removed while the corre-
spondence and similarity are mostly preserved. This further
simplifies the subset selection problem. Second, with the
aid of the quantitative causal metric DI, the orthogonalized
features can be selected with linear complexity, noises and
non-causal features are removed so as the most contributive
causal ones are remained to enhance the inference accuracy
and efficiency.

3 EXPERIMENTS AND EVALUATION
Dataset Introduction.
Accurate blood glucose prediction is beneficial for human
health. Many previous works have selected features empir-
ically, which has little confidence on the relevancy or the
redundancy among the selected features, resulting in a dis-
appointing performance. In one recent work [6] 54 features
were already extracted for blood glucose level estimation.
Such high dimensional features are suitable for deep neural
network training but may not work with simpler models
such as HMM and CRF. Therefore, we searched for a subset
of causal patterns that would also guarantee the performance
of these simple inference models.

We evaluate our causal pattern mining method on a blood
glucose inference dataset in [6]. The dataset is composed of
two kinds of features: physiological and temporal features.
Physiological features describe carbohydrate and insulin
dynamics, as well as their fluctuations influenced by daily

Table 2: List of comparing methods.

Criterion Expression
MaxRel-MI max Ir (Sx ,y) = 1

|Sx |
∑

xi ∈Sx I (xi ;y)

mRMR-MI
max Imr (Ir ,y)=

1
|Sx |

∑
xi∈Sx I (xi ;y)−

1
|Sx |2

∑
xi,x j∈Sx I (xi ;x j )

MaxRel-DI max Ir (Sx →y)= 1
|Sx |

∑
xi ∈Sx I (xi →y)

mRMR-DI
max Idr (Ir ,y)= 1

|Sx |
∑

xi∈Sx I (xi →y)−
1

|Sx |2
∑

xi ,x j∈Sx I (xi →x j )
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Figure 3: Performance of blood glucose inference using
HMMwith a subset of 5 and 10 causal patterns and the entire
feature set.

sleep, activities, food and drug intakes. The temporal features
involve the average blood glucose concentration over the
past 5 days, and physiological factors over the past 5 minutes.

Selected Patterns Using the Proposed Method.
Specifically, among the total 54 potential patterns, the carbo-
hydrate and insulin dynamics, and the average blood glucose
concentration over the past 5 minutes are the three most
contributive patterns. Such results also coincide with medi-
cal results [8], blood glucose levels are causally determined
by the carbohydrate and insulin levels, and it has lagging
influence caused by the previous blood glucose level.

Classification Performance.
Firstly, we summarize the overall accuracy in Table 1 using
our proposed method. As shown, the best overall accuracy
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Figure 4: Performance of blood glucose inference using CRF
with a subset of 5 and 10 causal patterns and the entire fea-
ture set.

was achieved using the subset of causal patterns (K = 10)
selected by our causal feature selection method, and it is
slightly superior to the 5-pattern subset (K = 5). However,
from the perspective of efficiency,K = 5 is also a good option
as it use half the size of patterns, while the performance does
not hurt much. What is surprising is that, the accuracy of
the entire feature set (i.e. K = 54) is lowest. The involvement
of too much noise may lead to the deterioration of inference
performance.

More specifically, Figure 3 and Figure 4 illustrate the per-
formance of blood glucose inference of the proposed method
and other four methods shown in Table 2, with HMM and
CRF, respectively. As we can see, the proposed method out-
perfoms other four methods significantly with either HMM
orCRF, under both hypoglycemia inference and hyperglycemia
inference.
Finally, the inference accuracy when using a subset is

superior to the performance of using K = 54 whole features,
with both HMM and CRF. This result demonstrates that the
optimal causal pattern subset selection enables the prediction
models to avoid overfitting and improves their generalization
ability. Useful and predictive causal patterns are picked, and
lots of computation power is saved in every prediction as
the selected subset is usually rather small compare to the
original set.

4 CONCLUSIONS
Causal pattern mining is a curcial problem in multivari-
ate sensing data analysis. In this work, we have designed a
generic two-module causal pattern selection framework on
multivariate sensing data mining. In the first phase, feature
streams got orthogonalized with the mildest disturbance and
steady corresponding relationships, and this paved the way
for module two. A causal pattern selection method with lin-
ear complexity was introduced in this latter module, which
highly enhances the efficiency for pattern selection com-
pared with other existing methods. Finally, extensive experi-
ments were conducted with a real world dataset, demonstrate
the effectiveness of out proposed method.
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